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Don’t Mine Me: Healthcare Informaticists and Data Science Ethics
Data mining is a term that immediately conjures questions about privacy. Technological growth continues to accelerate while the resulting ethical concerns, which must be addressed, have received accretive attention. People may understand that despite our lack of consent, our information is being used to satisfy marketing curiosities and develop predictions of public opinion, but the problem is far more insidious. The truth is that corporations purchase our collected medical information from electronic health records, labs, and pharmacies to recreate and utilize information gleaned from our medical histories (Tanner, 2017). This ethical composition will explore the background of data mining, the stakeholders and their defense, the ethical obligations under AHIMA, and the writer’s personal perspective on the matter.
Background
Data mining (DM) is the work computer algorithms perform to analyze large amounts of information and attempt to create meaning from it. Though the concept of DM predates computers, its lineage stemming from regression analysis, public awareness of DM was minimal in the twentieth century (Rutgers, 2022). Data mining in and of itself is not illegal. Even data trading of anonymized medical information is allowable, healthcare privacy laws like HIPPA not stepping in until personal information is jeopardized (Tanner, 2017). 
Social DM is accomplished through social media websites like Facebook and Instagram. Using these platforms, DM has been used to influence politics by manipulating users via their own preconceived notions (McCourt, 2018). From a cultural standpoint, data mining goes against our innate sense of privacy, especially where healthcare is concerned. Goodman (2015) noted that privacy is something we rely on as patients, and most would argue that medical information, in any form, is somewhat sacred from a privacy standpoint. Data mining is an important topic in data science ethics for a multitude of reasons. Rather than focus on all those reasons, this paper aims to explore the ethics of the antecedent to DM, especially in the context of healthcare, as it allows an important first question to be asked: Is it ethical to buy or sell patients’ sensitive medical information without their permission? 
Stakeholders and Opposing Arguments
Tanner (2017) explained that medical data mining began when pharmacies were enticed to sell patients’ anonymized prescription information to mining companies, who then analyzed and sold the information to drug manufacturers. Once drug manufacturers understood what doctors were prescribing, they used the information to create physician profiles. Using these dossiers, they taught drug sales reps how to build relationships with the profiled physicians through false friendships, food, and other enticements. Finally, drug manufacturers trained their reps to convince befriended physicians to start prescribing medications based on the sales reps’ recommendations. More stakeholders entered the data mining game until hospitals, insurance companies, EHR companies, integrated health systems, employers, labs, and genomic testing companies were selling patient information to data miners. 
For stakeholders that sell anonymized data to miners, the impact is lucrative. Those stakeholders benefit financially from this practice with little disadvantages to worry over. For stakeholders that do the data mining, the impact is similarly profitable. There is no blanket regulation regarding data mining, though the Federal Trade Commission has devoted a lot of time and effort to consider how standards might be developed. In August of 2022, the FTC posted an invitation for the public to share comments regarding their thoughts on the creating of trade regulations regarding data (Federal Trade Commission, 2022). Not surprisingly, data mining companies are quite against regulations that might impair their ability to obtain and utilize unprotected data (Tanner, 2017). As data mining training is offered by educational institutions, any reduction or increase in the practice would also impact educational stakeholders.
An obvious opposing viewpoint on selling medical information to DM companies includes the concept that medical information, anonymized or not, should not be sold to anyone without patient consent. Patients unaware of these practices could lose faith in the doctor-patient relationship if such information was discovered. Another opposing viewpoint comes from the lack of any data chain of command; there is no clear way to assure that information is being used for benevolent purposes. According to Tanner (2017), “It is impossible for us to know who bought, sold, traded, or used sensitive information…” (p. 78). Finally, the certainty that anonymized data will remain that way is not assured (Goodman, 2015). Even participants in data sales, when honest, admit that re-identification of anonymized data is possible, and that if patients knew what was going on, they would not be happy.
Proponents for selling patient information note that because anonymized information is not protected under HIPPA, and patient consent is not legally required, it should be a commercial right to sell the information (Tanner, 2017). Many cite the anonymity of the data as the reason to consider its sale harmless. Some miners have even suggested that medical data taken for capital gain has nothing to do with the patients. Of the more altruistic proponents, the prevailing belief is that analyzing big healthcare data can be used for valuable research efforts. Many defended DM by saying that it “provided a public good by aggregating data” in more meaningful ways than could have otherwise been organized (Tanner, 2017, p 53). Wu et al. (2021) advocated for big data analytics, saying that the information made available to researchers can be used for assessments, outcome predictions, the discovery of important public health patterns, the detection of insurance fraud, and improvements in patient satisfaction.
Value assumptions over data mining commonly involve prioritizing public safety versus privacy, though neither of those values is sure to be upheld regardless of how one feels about the topic. If privacy is the favored value, it is easy to imagine that it would be protected as long as no one sells patient information. Unfortunately, that is not true, as data breaches that expose protected health information can occur as a result of many kinds of failures. Public safety, which could be the favored value of DM proponents, is not a guaranteed byproduct of DM, as there are collection and analysis concerns that risk data accuracy (Dolley, 2018). Another value disagreement may be over transparency versus authenticity. Goodman (2015) admitted that if patients were aware that their information was not private, they would be less inclined to share as fully as they do. It is reasonable to worry that if patients knew that someone other than their doctor could be looking at their data, they may withhold or edit medical details, which would result in skewed data accuracy. 
AHIMA Code of Ethics

Ethics provides the structure upon which our society can create laws and regulations (Goodman, 2015). The fact that patient data is being used for financial gain is cause for an examination of and discussion on data science ethics. Healthcare informaticists are in the best position to address this growing industry and the comparatively withering body of ethics on the matter. What can we do to stop data mining? Most would agree that such an enterprise would be impossible (Tanner, 2017). But putting an end to medical mining may not be the best course of action either. What is far more realistic and beneficial is the notion of healthcare informaticists partnering with other key experts to create ethical standards by which data science can exist and progress, and technology users can count on transparency. 
According to the AHIMA (2019) code of ethics, health information professionals are bound to the responsibility of protecting patient data and instilling the principles of ethics in areas of data science. The commitment to protecting patient privacy must be demonstrated in all that we do. The AHINA code calls on health information managers to be advocates that fight for data protection, responsible use, and for the right to privacy by consumers. While anonymized data may not fall under the current protections afforded by HIPPA (Tanner, 2017), the dynamics of technology are such that healthcare informaticists must strive to get ahead of current and future issues and bring the same level of commitment to privacy safeguarding as is outlined in the code of ethics.
Considering the ease of data acquisition, “privacy rights must be guarded by all who have access…” (Hebda, 2019, p. 126). Recommendations for nursing informaticists include 1) lobbying for anonymized medical information protections, 2) demanding patient medical data use transparency, and 3) adding a layer of patient control over how their medical data is used. Nurse informaticists are in the perfect position to urge governing bodies to consider the ramifications of privacy breaches and violations of patient trust that could result from the public learning of the mining of data they didn’t realize anyone had access to. Further, if nursing informaticists were able to use the trust patients have in them to educate on the benefits of responsible DM, patients could feel comfortable that their information would not be used for marketing or other material purposes. 
Personal Position
The expectation of privacy regarding our medical information is part of our culture. The trust that patients have in turning to their healthcare team must not be broken, or appropriate care will be jeopardized. People have learned to fear that their privacy is being violated when they are online, and for good reason. This kind of powerlessness must not be allowed to invade healthcare, where security of information is considered sacred. Therefore, transparency and permission controls must be made a part of any attempts to sell data about another person. Technological innovations are everywhere in healthcare, and being transparent is the only way we will be able to instill enough trust in patients to embrace these innovations. 
We have not demanded the safeguarding of anonymized medical data in the past but have an opportunity to change that. If we take the first step and ask permission for anonymized data use, we afford patients the right to decline, thereby illustrating our willingness to take no for an answer. This could give patients the sense that they have some control over data, which could help them to accept more technological expansion into the provision of healthcare. We must establish transparency trust and acknowledge patients’ rights to determine the fate of their information. It may mean that we will have less big data to explore, but a breach in trust could set back patients’ willingness to embrace the many forms of technology that can serve them well. If patients feel confident that they are in control of their information, their uncertainties regarding future medical technology innovations may be minimized.
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